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ABSTRACT

Hydra-TH is a hybrid finite-volume/finite-element multi-physics code that is being
developed for the Consortium for Advanced Simulation of Light-Water Reactors to solve
thermal-hydraulics problems in nuclear reactors. The thermal-hydraulics applications in-
clude crud-induced power shift and localized corrosion, grid-to-rod fretting (GTRF), sub-
cooled boiling, and departure from nucleate boiling. Understanding these problems through
computer simulations requires advanced, high-fidelity modeling capabilities for single and
multi-phase turbulent flows. A high-level overview of Hydra-TH is given with some de-
tails on algorithms and solution strategies for both single and multi-phase flows, available
turbulence models, and a validation & verification strategy. An example GTRF simulation
of a single-phase turbulent flow in a reactor-core sub-assembly is also discussed.

1 INTRODUCTION

There are several challenging problems vendors and plant operators face when
designing and operating nuclear reactors, e.g., Crud-Induced Power Shift (CIPS), Crud-
Induced Localized Corrosion (CILC), Grid-To-Rod Fretting (GTRF), and Departure from
Nucleate Boiling (DNB). The Consortium for Advanced Simulation of Light-Water Reac-
tors (CASL) was formed to create state-of-the-art computational technologies, developed
within the U.S. Department of Energy, for the modeling and simulation of commercial nu-
clear reactors. Computer simulation of the engineering problems in nuclear reactors require
an accurate representation of different physical phenomena coupled at multiple length and
time scales. Single- and multi-phase thermal-hydraulics is one of the key ingredients of
a successful simulation capability for these engineering problems that provides the ther-
mal and structural loads on fuel assemblies, and the transport and deposition of corrosion
products and boron inside a reactor core.

Various computational tools have been developed and used for the analysis of reac-
tor thermal-hydraulics. These include both specialized reactor safety codes (e.g. RELAP5,
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TRACE, TRAC, RETRAN, and CATHARE), and commercial computational fluid dynam-
ics packages (e.g. CFX, Fluent, STAR-CD, and STAR-CCM+). The focus within CASL
is on developing a computational capability that enables the simulation of the thermal-
hydraulics processes inside a nuclear reactor at unprecedented fidelity. These simulations
can use tens of thousands of compute cores on the largest supercomputers in the world and
enable the detailed resolution of turbulent flow fields and their interaction with the reactor
fuel assembly. The ultimate goal is to increase our understanding of the physics of the key
challenge problems and enable the development of specialized engineering models used in
the design of next-generation nuclear power plants.

Hydra-TH is a multi-physics code being developed at Los Alamos National Labo-
ratory to provide the thermal-hydraulics capability in the simulation of the challenge prob-
lems discussed above. This paper gives an overview of the current capabilities and the
development status. We start with a short description of two of the solution algorithms
available in Hydra-TH, in §2, followed by an overview of the turbulence modeling capa-
bilities, §3, then the status of the multi-phase models and solvers is given in §4. The code
verification and validation strategy is described in §5. A brief overview of an application of
Hydra-TH to the GTRF problem is discussed in §6. Summary and pointers to future work
are given in §7.

2 SOLUTION ALGORITHMS FOR SINGLE-PHASE FLOW

Hydra-TH uses pressure-based projection algorithms for flow problems at low or
moderate Mach numbers. Projection algorithms are considered to be the most efficient for
numerically computing incompressible flows in a time-accurate manner. In this section,
two solution algorithms are presented that are used for computing the solution of the in-
compressible Navier-Stokes equations governing single-phase flows. After a brief descrip-
tion of the governing equations and their boundary conditions, §2.1–§2.2, a semi-implicit,
§2.3, and a fully implicit, §2.4, projection algorithm are given.

2.1 Governing Equations for Single-Phase Flow

Incompressible single-phase flows are computed by solving the conservation equa-
tions of mass, momentum, and energy. The conservation of linear momentum is

ρ

{
∂v

∂t
+ v · ∇v

}

= ∇ · σ + f (1)

where v = (vx, vy, vz) is the velocity, σ is the stress tensor, ρ is the mass density, and f
is the body force. The body force contribution f typically accounts for buoyancy forces.
The stress may be written in terms of the fluid pressure and the deviatoric stress tensor as
σ = −pI + τ , where p is the pressure, I is the identity tensor, and τ is the deviatoric
stress. A constitutive equation relates the deviatoric stress and the strain as τ = 2µS. The
strain-rate tensor is written in terms of the velocity gradients as S = (∇v + (∇v)T )/2. In
the incompressible limit, the velocity field is solenoidal,

∇ · v = 0 (2)

which acts as a constraint on the momentum equation (1).

(2)
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Conservation of energy is expressed in terms of temperature 1, T , as

ρCp

{
∂T

∂t
+ v · ∇T

}

= −∇ · q + q
′′′

(3)

where Cp is the specific heat at constant pressure, q is the diffusional heat flux, and q
′′′

represents volumetric heat sources and sinks, e.g., due to chemical reactions. Fourier’s law
relates the heat flux to the temperature gradient and thermal conductivity as q = −κ∇T ,
where κ is the thermal conductivity.

2.2 Boundary and Initial Conditions for Single-Phase Flow

The numerical solution of the constrained system of partial differential equations,
Eqs. (1–3), require appropriate boundary and initial conditions. Boundary conditions, spec-
ified for a flow domain, are either physical or implied for the purposes of performing a
simulation.

The momentum equation (1) is subject to boundary conditions that consist of spec-
ified velocity, v̂, on Γ1,

v(x, t) = v̂(x, t) on Γ1 (4)

or specified traction, f̂ , on Γ2,

σ · n = {−pI+ 2µS} · n = f̂(x, t) on Γ2 (5)

where Γ = Γ1 ∪ Γ2 is the complete domain boundary, and the outward normal is n. In the
case of a no-slip and no-penetration boundary, v = 0 is prescribed. The traction and ve-
locity boundary conditions can be mixed. For example, in a two-dimensional sense, mixed
boundary conditions can consist of a prescribed normal traction and a tangential velocity. A
detailed discussion of boundary conditions for the incompressible Navier-Stokes equations
may be found in Gresho and Sani [12].

The boundary conditions for the energy equation (3), can be a prescribed tempera-
ture,

T (x, t) = T̂ (x, t) (6)

or prescribed heat flux,

−κ∇T · n = q̂(x, t) (7)

where q̂ is the known flux through the boundary with normal n. The heat flux may also be
prescribed in terms of a heat transfer coefficient, h, and a reference temperature, T∞,

−κ∇T · n = h(T − T∞) (8)

The initial conditions prescribe velocity and temperature at t = 0, i.e.,

v(x, 0) = v0(x)

T (x, 0) = T 0(x). (9)

1The energy equation can be solved also in terms of specific internal energy u or specific enthalpy h based
on user-defined input.

(3)
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Remark 1 For a well-posed incompressible flow problem, the prescribed initial velocity
field in Eq. (9) must satisfy Eqs. (10) and (11), see [15]. If Γ2 = 0 (the null set, i.e.,
enclosure flows with n ·v prescribed on all surfaces), then global mass conservation enters
as an additional solvability constraint as shown in Eq. (12),

∇ · v0 = 0 (10)

n · v(x, 0) = n · vo(x) (11)

∫

Γ

n · vodΓ = 0 (12)

2.3 Semi-Implicit Second-Order Projection for Single-Phase Flow

The starting point for the semi-implicit projection method is Gresho’s second-order
“P2” method [13, 14], which is closely related to [2]. A discontinuous-Galerkin/finite-
volume (DG/FV) formulation ensures local, i.e., cell-wise, conservation. The velocity,
temperature (internal energy or enthalpy), and turbulence variables (e.g. k, ǫ, ω, etc. if a
turbulence model is used) are cell-centered, while the pressure is centered at nodes of the
computational mesh. The node-centered pressure precludes checker-board modes, which
avoids the use of troublesome pressure-stabilization techniques, e.g., Rhie-Chow filtering.
Thus, a hybrid DG/FV – Galerkin FEM method forms the basis for the Hydra-TH incom-
pressible solution algorithms.

Hybrid discretization for projection methods is not new. The first use of an FV
scheme with a continuous-Galerkin pressure-Poisson operator appeared in the work of Bell,
et al. [2] on structured meshes. More recently, Aliabadi and co-workers have developed a
hybrid FE/FV method [24, 25, 26], that is similar to the methods presented here.

The governing equations presented in §2.1 serve as the starting point for the de-
velopment of the hybrid solution method. We use vector notation and write the stress in
terms of fluid pressure and the deviatoric stress, σ = −pI + τ , and the advective terms in
divergence form. Following the procedure outlined in Chapter 7 of the Hydra-TH theory
manual [4], we discretize in space, integrate by parts, and apply the divergence theorem.

ρ
d

dt

∫

Ωe

v dΩe+

∮

Γe

ρv(v ·n) dΓe−

∮

Γe

τ ·n dΓe+

∫

Ωe

∇p dΩe−

∫

Ωe

f dΩe = 0 (13)

Using the definition for the cell-average, v = 1
Ωe

∫ e

Ω
vh, where Ωe is the element volume,

the spatially-discrete momentum equations become

ρΩe dv

dt
+

∮

Γe

ρv(v · n) dΓe −

∮

Γe

τ · n dΓe +

∫

Ωe

∇p dΩe −

∫

Ωe

f dΩe = 0 (14)

The requirement for a divergence-free velocity field, Eq. (2) constrains Eq. (14) and yield a
system of differential algebraic equations (DAE) not ordinary differential equations (ODE).
As a result, traditional time-marching schemes can not be applied to the div-constrained
system of equations.

(4)
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A projection algorithm can be derived in a number of ways. We first develop the
time-integrator and identify the terms associated with the projection via a Helmholtz de-
composition of the velocity field. The element-level mass, advective, viscous, gradient, and
body-force operators are defined respectively as

Me = ρΩe (15)

Ae(ρ,v)v =

∮

Γe

ρv(v · n) dΓe (16)

Kev =

∮

Γe

τ · n dΓe (17)

BepΩe =

∫

Ωe

∇p dΩe (18)

Fe =

∫

Ωe

f dΩe (19)

Applying the forward and backward Euler schemes to Eq. (14) with explicit advection, then
taking the θ-weighted sum of the fully-discrete systems gives

M
vn+1 − vn

∆t
− θKvn+1 = (1− θ)Fn + θFn+1

− A(ρ,v)vn + (1 − θ)Kvn −Bp̄n − θpB(p̄n+1 − p̄n) (20)

where 0 ≤ θ ≤ 1, i.e., θ = 0 corresponds to forward Euler, θ = 1/2 to the trapezoidal rule,
while θ = 1 gives backward Euler for the viscous and body-force terms. Here, M , K, A,
B and F indicate global operators assembled over all elements.

Remark 2 For clarity, the formulation is presented here with explicit advection. A de-
tailed discussion of advection methods is beyond the scope of this paper. In Hydra-TH,
the advection is implemented using a linearized monotonicity-preserving advection oper-
ator with the primitive variables, i.e. velocity, temperature (enthalpy or internal energy),
etc., treated implicitly. This provides unconditional stability for (linear) scalar transport
equations, and conditional but relaxed stability for the non-linear momentum equations.
Although a sharp estimate is not available for the momentum equations, experience shows
that 5 ≤ CFL ≤ 10 remains stable for time-accurate problems, while a significantly larger
CFL is possible when pseudo-time marching is used for steady-state problems.

Following the time-discretization, the velocity field is decomposed into divergence-
free and curl-free parts,

v∗ = vn+1 +
1

ρ
∇λ (21)

with the Lagrange multiplier,

λ = θp∆t(p̄n+1 − p̄n) (22)

Substituting Eq. (21) for vn+1 into Eq. (20), using Eq. (22), and assuming K∇λ = 0
everywhere inside Ω, the momentum equation is solved for v∗ as

[M − θ∆tK]v∗ = [M + (1− θ)∆tK]vn

−∆tA(ρ,v)vn −∆tBp̄n +∆t{(1 − θ)Fn + θFn+1} (23)

(5)
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Requiring ∇ · vn+1 = 0 in the Helmholtz decomposition, Eq. (21), yields the pressure-
Poisson equation (PPE) that is solved for the Lagrange multiplier, λ,

∇ ·
1

ρ
∇λ = ∇ · v∗ (24)

The Galerkin finite element procedure is then used to discretize Eq. (24) for the node-
centered λ,

∫

Ω

∇w ·

(
1

ρ
∇λ

)

dΩ =

∫

Γ

w

{
1

ρ

∂λ

∂n

}

−

∫

Γ

wv∗ · n dΓ +

∫

Ω

v∗ · ∇w dΩ (25)

yielding the discretized PPE

Kpλ = D (26)

Here, Kp and D are global, i.e., have been assembled over all elements.

Remark 3 An alternative formulation for the PPE may use the cell-centered divergence
of v∗ for

∫

Ω
∇ · v∗ in Eq. (24). This cell-centered form leads to smoother pressure fields,

however, it may result in initial velocity and pressure fields that less accurate that those
obtained with Eq. (25).

Given the velocity and pressure at time-level n, the projection algorithm follows the
steps below to compute time-level (n + 1).

Algorithm 1 P2 Projection

1. Solve for v∗

[M − θ∆tK]v∗ = [M + (1− θ)∆tK]vn

−∆tA(ρ,v)vn −∆tBp̄n +∆t{(1 − θ)Fn + θFn+1} (27)

2. Compute the right-hand-side of the PPE and solve for λ,

Kpλ = D (28)

3. Update the pressure2

p̄n+1 = p̄n +
1

θp∆t
λ (29)

4. Project the cell-centered velocities

vn+1 = v∗ −
1

ρ
Bλ (30)

5. Compute face gradients and project the face-centered velocities

vf = v∗f −
1

ρf
((B)λ)f · n (31)

2Testing over the past 20 years has indicated that θp = 1/2 in Eq. (29) can lead to temporal oscillations
in the pressure. For this reason, we use θp = 1 in Hydra-TH.

(6)
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2.4 Fully Implicit Second-Order Projection for Single-Phase Flow

We now extend the semi-implicit projection method, discussed in §2.3, to a fully
implicit algorithm using Picard and Newton based iterative methods using the projection
method as a physics-based preconditioner. For clarity, we only discuss momentum and
mass, i.e., velocity-pressure coupling, and note that the extension to include the energy
equation and turbulence model equations is straightforward.

The governing equations are Eqs. (1) and (2), as before, and the vectors of un-
knowns are either

U =

[
p̄
v

]

or W =

[
λ
v⋆

]

(32)

The fully-implicit algorithm seeks the solution at tn+1 iteratively, by updating U
♦♦

or W
♦♦

as

λ
♦♦

= λ
♦

+ λ′

p̄
♦♦

= p̄
♦

+ p′

v
♦♦

= v
♦

+ v′

v⋆⋄⋄ = v⋆⋄ + v⋆′ = v
♦♦

+ 1/ρ∇λ
♦♦

(33)

We linearize the body force as

F
♦♦

= F
♦

+ F
v

(

U
♦
)

v′ + f
p

(

U
♦
)

p′ (34)

where specific forms of the linearization matrix F
v

and vector f
p

are problem-dependent.

Picard-based algorithm. Substituting Eq. (33) into Eq. (27) yields

M
v∗⋄⋄ − vn

∆t
= (1− θ)

(
Kv

n

−A(ρ,v
n

)v
n

+ F
n)

−Bp̄n+

+θ

{[

K −A(ρ,v
♦

)
]

v∗⋄⋄ + F
♦

−
[

K − A(ρ,v
♦

)
](1

ρ
∇λ

♦

)

︸ ︷︷ ︸

Ξt

}

− θ

{[

K − A(ρ,v
n+1

)
](1

ρ
∇λ′

)

+
1

θ
p
∆t

f
p
λ′ + F

v
v′

}

︸ ︷︷ ︸

δJ
v

(35)

Compared to Eq.(27) we have the additional terms:

m′ = −θ (Ξt + δJ
v
) (36)

after which Eq. (35) can be written as
[

M − θ∆t
(

K − A
(

ρ,v
♦
))]

v∗⋄⋄ = [M + (1− θ)∆t (K −A (ρ,vn))]vn+

+∆t
(

(1− θ)Fn + θF
♦

−Bp̄n − θ δÃv
♦

+m′
) (37)

(7)
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where δÃv
♦

denotes the linearization for the quadratic advection terms, whose details are
omitted for brevity. Now the Helmholtz decomposition becomes

v∗⋄⋄ = v
♦

+ v′

︸ ︷︷ ︸

v♦♦

+
1

ρ
∇

(

λ
♦

+ λ′
)

(38)

which yields the PPE

∇ ·
1

ρ
∇λ

♦♦

= ∇ · v∗⋄⋄ (39)

which is the same as Eq.(24). The fixed-point iteration algorithm is based on Eqs. (37–39):

Algorithm 2 Picard Iteration

1. Set initial guess for m = 0:

v
♦

= vn v′ = 0
p̄
♦

= p̄n p′ = 0
λ

♦

= 0 λ′ = 0

2. Start the mth iteration.

3. Solve for v∗⋄⋄ , Eq.(37), with δJ
v
= 0.

4. Compute face-centered velocities, v⋆
f
.

5. Compute the right-hand-side of Eq. (39) and solve for λ
♦♦

,

Kpλ
♦♦

= D
♦♦

(40)

6. Update the pressure

p̄
♦♦

= p̄n +
1

θp∆t
λ

♦♦

(41)

7. Project the cell-centered velocities

v
♦♦

= v∗ −
1

ρ
Bλ

♦♦

(42)

8. Compute face gradients and project the face-centered velocities

vf = v∗f −
1

ρf
((B)λ

♦♦

)f · n (43)

(8)
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9. Compute velocity and pressure corrections,

v′ = v
♦♦

− v
♦

λ′ = λ
♦♦

− λ
♦ (44)

and compute errors

E
(m)
v = L2 (v

′)

E
(m)
λ = L2 (λ

′)
(45)

10. Check convergence: If any of

E
(m)
v < tola

E
(m)
λ < tola

E
(m)
v < tolr E

(0)
v

E
(m)
λ < tolr E

(0)
λ

(46)

are not satisfied, start a new Picard iteration: increment m, v
♦

= v
♦♦

, p̄
♦

= p̄
♦♦

,

λ
♦

= λ
♦♦

, and repeat from Step 2, otherwise, finish the time step:

vn+1 = v
♦♦

p̄n+1 = p̄
♦♦

The above projection-preconditioned Picard iteration ensures a solenoidal velocity field
and satisfies momentum conservation with a prescribed tolerance. The algorithm is free
of operator-splitting errors and time-centering ensures that both velocity and pressure are
second-order accurate in time. The method is unconditionally stable for arbitrarily large
CFL numbers. This is demonstrated in Figs. 1 and 2, where instantaneous velocity fields
of Re = 100 vortex streets are compared as computed by the semi-implicit and the fully-
implicit algorithms. The figures show that increasing the CFL number from 0.88 to 56
drives the semi-implicit algorithm unstable, while the fully implicit method remains stable,
even as the Hops bifurcation is stepped over by ever larger time steps, see Fig. 2. Naturally,
the fully implicit algorithm is intended for rapid convergence to steady state and not for
time-accurate transients.

The above Picard algorithm may be suitable for a number of problems. However, it
may take a large number of iterations for complex geometries and high Reynolds numbers,
especially with stiff source terms. To further reduce the number of iterations required, a
Newton-based algorithm is described next.

Newton-based algorithm. From Eq.(33) we have

v
♦♦

= v⋆⋄⋄ −
1

ρ
∇λ

♦♦

= v⋆⋄ + v⋆′ −
1

ρ
∇

(

λ
♦

+ λ′
)

(47)

and

v
♦

+ v′ = v⋆⋄ −
1

ρ
∇λ

♦

︸ ︷︷ ︸

v♦

+v⋆′ −
1

ρ
∇λ′ (48)

(9)
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Fig. 1: Comparison of semi-implicit and fully-implicit projection, on the example of vortex
shedding behind a cylinder. Velocity field for Re = 100.

(10)
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Fig. 2: Fully-implicit projection for the example of vortex shedding behind a cylinder.
Velocity field for Re = 100. Large time step solutions.

(11)
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Thus,

v′ = v⋆′ −
1

ρ
∇λ′ (49)

λ
♦

= θ
p
∆t

(

p̄
♦

− p̄n
)

(50)

λ′ = θ
p
∆tp′ (51)

Substituting Eqs. (47–51) into Eq. (14) yields
[(

∆tθ
(

K − A
(

ρ,v
♦
)

+ F
v

)

−M
)

1
ρ
∇− θ

θp
f
p
+B

]

λ′ +

+
[

M −∆tθ
(

K − A
(

ρ,v
♦
)

+ F
v

)]

v⋆′ = −res
v

(52)

where

res
v
= M

(

v
♦

− vn
)

−∆t
(

(1− θ)Kvn + θKv
♦
)

+

+∆t
(

(1− θ)A (ρ,vn)vn + θA
(

ρ,v
♦
)

v
♦
)

−

−∆t
(

(1− θ)Fn + θF
♦
)

+∆t
(

Bp̄n + θ
p
B(p̄

♦

− p̄n)
)

(53)

To derive the pressure correction (Lagrange multiplier) equation, we take the divergence of
Eq.(47):

✘
✘
✘
✘✘✿

0
∇ · v

♦♦

= ∇ · v⋆⋄ +∇ · v⋆′ −∇ ·
1

ρ
∇λ

♦

−∇ ·
1

ρ
∇λ′ (54)

which yields the pressure correction equation,

∇ ·
1

ρ
∇λ′ −∇ · v⋆′ = −res

λ
(55)

where

res
λ
= ∇ ·

1

ρ
∇λ

♦

−∇ · v⋆⋄ (56)

The iterations of the linearized Newton-based algorithm are are carried out on the system,







∇ · 1

ρ
∇ −∇·

(

∆tθ
(

K − A
(

ρ,v
♦
)

+ F
v

)

−M
)

1

ρ
∇−

− θ
θp

f
p
+B

M −∆tθ
(

K − A
(

ρ,v
♦
)

+ F
v

)








︸ ︷︷ ︸

Jacobian, J
W

[
λ′

v⋆′

]

︸ ︷︷ ︸

W′

=

= −

[

res
λ

res
v

]

︸ ︷︷ ︸

res
V

(57)

The non-linear residuals, res
λ

and res
v
, are supplied to PETSc-SNES using a

Jacobian-Free Newton-Krylov implementation. As a (physics-based) preconditioning [17]
of the linear solver (GMRES), one can apply the Picard-based projection algorithm, de-
scribed above.

(12)
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3 OVERVIEW OF TURBULENCE MODELING IN HYDRA-TH

Hydra-TH is designed to incorporate both well-established and state-of-the-art tur-
bulence models, ranging from Reynolds-averaged Navier-Stokes (RANS) models to large-
eddy simulation (LES) techniques to various hybrid RANS-LES models. RANS mod-
els include the Spalart-Allmaras model and various flavors of turbulent-viscosity models
(e.g. k-ǫ, k-ω). Available LES and hybrid RANS-LES variants include the monotonically
integrated (or implicit) LES model, and different explicit treatments for the unresolved
scales, e.g. the Smagorinsky, wall-adapted LES (WALE), the variational multi-scale, and
detached-eddy simulation (DES) models. Details on the models and their implementation
in Hydra-TH are given in the Hydra-TH theory manual [4]. The discussion of the models
is beyond the scope of this paper, more details for the Spalart-Allmaras, k-ǫ, DES, and
WALE models can be found in [21, 18, 22, 19], respectively.

While RANS models directly compute statistics, LES produces one realization of
a space-, and time-dependent (fluctuating) flow field. If the flow becomes statistically
stationary in LES, the temporal variations of the fields can be assumed to be different
realizations and can be used to estimate statistics. Hydra-TH can calculate various run-time
statistics, including mean velocity, mean pressure, mean temperature, mean heat flux, mean
wall shear stress, root-mean-square (RMS) pressure, RMS temperature, turbulent kinetic
energy, Reynolds stress tensor, etc. The full list of available statistics is documented in the
Hydra-TH User Manual [3].

In statistically stationary flows, the mean (i.e., first moment) of an instantaneous
variable φ is computed by ∆t-weighted time-averages over N time steps:

〈φ〉 ≈

∑N
i=1 φ

i∆ti
∑N

i=1∆ti
(58)

where i is the time step. The variance (i.e., second moment or square of the RMS) of φ is
computed by

〈φ′2〉 =
〈
(φ− 〈φ〉)2

〉
(59)

Run-time estimation of turbulence statistics can take a significant portion of simulation
time. This is especially the case if many different statistics are computed and/or the algo-
rithm is general enough to accommodate different types of statistics. The implementation
in Hydra-TH has been designed with the following requirements in mind:

1. The computation of statistics is a small fraction of the total simulation time. Only
the variables required to compute the given moment are accumulated. Statistics re-
quired by two (or more) moments are only accumulated once. An example is if the
user requests the pressure variance, 〈p′2〉 = 〈(p− 〈p〉)2〉, and the pressure-velocity
covariance, 〈p′v′〉 = 〈(p− 〈p〉)(v − 〈v〉)〉, the mean, 〈p〉, is only accumulated once.

2. General. The user may request statistics in cells, nodes, and on surfaces, regardless
of an instantaneous variable’s internal representation. The implementation handles
both ordinary and central moments, and general correlations of arbitrary number of
scalars 〈a′b′ . . . z′〉, vectors 〈a′ib

′ . . . w′
iz

′〉, and second-order tensors 〈a′ijb
′
ij . . . z

′
ij〉.

(Here summation on repeated indices is not implied.)

(13)
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3. Easily extensible with new statistics. Higher-order moments (such as skewness, kur-
tosis, etc.), correlations of an arbitrary number of any combination of primitive vari-
ables can be easily added.

Some statistics, such as turbulent kinetic energy spectra and force power spectral densi-
ties, are more sensible to obtain from post-processing time-history output as opposed to
extracting them at run-time. For example, Fourier transforms of the fluctuating fields can
be obtained based on instantaneous time-history output that is also readily available in
Hydra-TH.

In summary, Hydra-TH has various options for directly computing the mean fields
in a turbulent flow using RANS models, or via LES where time-averaged run-time statistics
can be collected in statistically stationary flows.

4 MULTIPHASE FLOW MODELING STRATEGY

For multi-phase flow problems Hydra-TH solves ensemble-averaged governing equa-
tions [8]. The ensemble-average of a scalar variable, Φ, is defined by

Φ̄ (x, t) =

∫

µ

Φf(x, t; Φ)dΦ(µ) (60)

where f(x, t; Φ) is the probablity density function defined over all realizations (µ) of Φ.
Using the component indicator or characteristic function [8],

X
k
(x, t;µ) =

{

1 if x ∈ k in realization µ
0 otherwise (61)

ensemble averages of various physical quantities are defined as

Volume fraction: α
k
= X

k

Phasic density: ρ̄
k
=

X
k
ρ

α
k

Phasic velocity: ṽ
k
=

X
k
ρv

α
k
ρ̄

k

Phasic specific internal energy: ũ
k
=

X
k
ρu

α
k
ρ̄

k

Phasic fluctuation (Reynolds) kinetic energy: κ̃
k
=

X
k
ρ
∣
∣v′

k

∣
∣2

2α
k
ρ̄

k

, v
′

k
= v − ṽ

k

Phasic total energy: ẽ
k
= ũ

k
+

|ṽ
k
|2

2
+ κ̃

k

(62)

where tilde indicates mass-weighted (i.e., Favre) averaging. Without derivation, the equa-
tions governing the ensemble average of mass, momentum, and total energy for all phases

(14)
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k = 0, . . . , K−1 are

Conservation of mass:

∂

∂t
(α

k
ρ̄

k
)

︸ ︷︷ ︸

X
k
ρ

+∇ · (α
k
ρ̄

k
ṽ

k
)

︸ ︷︷ ︸

X
k
ρv

=

Interfacial mass
transfer

︷ ︸︸ ︷

Γ
k

︸︷︷︸

ρ(v−v
i)·∇X

k

(63)

Conservation of momentum:

∂

∂t
(α

k
ρ̄

k
ṽ

k
)

︸ ︷︷ ︸

X
k
ρv

+∇ ·









α
k

[

ρ̄
k
ṽ

k
⊗ ṽ

k
− T

Re

k

]

︸ ︷︷ ︸

X
k
ρv⊗v

+α
k

(

p̄
k
I− τ̄

k

)

︸ ︷︷ ︸

−X
k
T









=

α
k
ρ̄

k
b̃

k

︸ ︷︷ ︸

X
k
ρb

+

Interfacial momentum
due to mass transfer

︷ ︸︸ ︷

v
m

ki
Γ

k

︸ ︷︷ ︸

ρv(v−v
i)·∇X

k

+

Interfacial force

︷ ︸︸ ︷
(

p
ki

− τ
ki

)

∇α
k
+ M

′

k

︸ ︷︷ ︸

M
k
≡−T·∇X

k

(64)

Conservation of total energy:

∂

∂t

(
α

k
ρ̄

k
ẽ
k

)

︸ ︷︷ ︸

X
k
ρ(u+ 1

2
|v|2)

+∇ ·










α
k

[

ρ̄
k
ẽ
k
ṽ

k
− T

Re

k
· ṽ

k

]
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X
k
ρ(u+ 1

2
|v|2)v

+α
k

[

p̄
k
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k

]

· ṽ
k

︸ ︷︷ ︸

−X
k
T·v










=

−∇ ·

(

α
k

[

q̄
k
+ q

Re

k
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︸ ︷︷ ︸

X
k
q

+α
k
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r̃
k
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k
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k

)
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X
k
ρb·v+X

k
ρr

+

Interfacial
heat source

︷ ︸︸ ︷

E
k

︸︷︷︸

q·∇X
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Interfacial energy
due to mass transfer
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Γ
k




 u
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(

v
e

ki

)2
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2
|v|2)(v−vi)·∇X

k

+

Interfacial work

︷ ︸︸ ︷

W
′

k
+
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p
ki

− τ
ki

)

∇α
k
+ M

′

k

]

· ṽ
k

︸ ︷︷ ︸

W
k
≡−T·v·∇X

k

(65)

The terms in boxes are a result of the averaging, and as the mean contains no information on
higher moments, see Eq. (60), closure approximations are required. The averaged pressures
are given by equations of state in terms of averaged phasic quantities:

p̄k = EOS (ρ̄
k
, ũ

k
) (66)
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where ũ
k

is the internal energy of phase k. Augmenting Eqs. (63–66) with the compatibility
equation

∑

k

α
k
= 1 (67)

yields a closed system governing inter-penetrating continua – provided the effects of the
boxed approximations are specified, see [8, 16] for details. Eqs. (63–65) represent com-
pressible media in mechanical and thermal non-equilibrium and pressure equilibrium. Pres-
sure difference between phases can be accounted for by adding bulk-pressure-difference
models. If virtual mass and interfacial pressure terms are incorporated into Eqs. (63–65),
the mathematical problem becomes well-posed in the inviscid limit, see [7, 23] for details
of hyperbolization.

Figure 3 shows three different solution strategies being implemented in Hydra-TH.
At this time, “Option 1” is implemented and discussed in §2, the implementations of “Op-
tions 2 and 3” are currently underway. Figure 4 shows a snapshot of a “proof-of-concept”
calculation using Option 1. Two fields, α1, α2, are simulated in a vortex street of a circular
cylinder using a semi-implicit projection algorithm in which the fields are coupled only via
the single pressure. Initially α1 = 0, α2 = 1, and a mass of α1 = 0.1 is injected at the cylin-
der wall into the carrier fluid. It is interesting to note that the extreme cases of αk = 0 and
1, i.e. phase appearance and disappearance, are properly handled by the algorithm, without
requiring any special treatment used in most commercial multi-phase flow algorithms.

Fig. 3: Multi-fluid modeling in Hydra-TH.

(16)
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(a) Pressure.

(b) Volume fraction 1. The color legend is scaled to the extremes,
while the contour lines divide the range 0.001-0.01 into 10 equal
portions.

(c) Volume fraction 2. The color legend is scaled to the extremes,
while the contour lines divide the range 0.99-1.0 into 10 equal
portions.

Fig. 4: Proof-of-concept demonstration of the “Option 1” (see Figure 3) multi-field solver
in Hydra-TH using vortex shedding with two fields of equal densities. The volume fraction
initial conditions are α1 = 0 and α2 = 1. An influx of α1 = 0.1 is prescribed at the cylinder
surface and advected downstream, from left to right.

(17)
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5 VALIDATION & VERIFICATION STRATEGY

Verification and validation provides confidence in design, implementation and out-
put of scientific simulation software. The Hydra code team recognizes that active test
development and frequent testing are critical to the success of any code project. For Hydra-
TH, regression testing is the primary testing method where three test suites organize the
tests by resource requirements. Short running tests are separated from the longer tests, and
these short tests are also categorized into serial and parallel tests. Each suite runs nightly
on Ubuntu Linux and Mac OSX platforms. Results are posted on a website dashboard. The
website also documents test statistics for individual tests and maintains a historical record
of the test suite. Developers are required to execute the quick running serial and parallel
suites on at least two platforms before committing code changes. There is a zero-tolerance
policy for pre-commit regression testing that is strictly adhered to for Hydra development.

A typical example of a verification test problem is presented here. This example
consists of a suite of five lid-driven skewed cavity problems based on the work by Erturk
and Dursun [10], with α = 15, 30, 45, 60, 90o. Each skewed cavity uses three grids with
32 × 32, 128 × 128 and 256 × 256 elements. Note that the results by Ghia, et al. [11] are
also available for the specific 90o lid-driven cavity, but a direct comparison with this data
is not included.

The geometrical configuration for the lid-driven cavity is shown in Figure 5 with
α defining the skew angle. On the bottom and side walls, no-slip/no-penetration boundary
conditions were prescribed. Along the top “lid”, a no-penetration boundary condition along
with a unit lid velocity are prescribed. A single nodal pressure was prescribed in the bottom
right-hand corner to set the hydrostatic pressure level.

Fig. 5: Skewed lid-driven cavity geometry (reproduced from Erturk and Dursun[10] with-
out permission).

For all computations, CFLmax = 10 and backward-Euler time integration is used
since the goal is a steady-state solution. Time history plots of the global kinetic energy
indicate that a steady-state solution is reached by ≈ 10 time units. Note that the diffusional
time-scale varies with each skew angle slightly with larger time-scales required for the the
larger skew angles. All problems for this example are run for 40 time units. Velocity data
is extracted along the red center lines shown in Figure 5 for direct comparison with the
reference data provided by Erturk and Dursun. The x-velocity profile is plotted against the
vertical centerline, and the y-velocity profile is plotted against the horizontal centerline as
shown in Figures 6.

(18)
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Fig. 6: 15o lid-driven cavity: (a) x-velocity, (b) y-velocity.

All of the lid-driven cavity problems achieve a steady-state (as verified by the global
kinetic energy and velocity time-histories), and this provides a convenient way to assess the
convergence behavior as the mesh is refined. All of the cavity meshes used uniform mesh-
ing, albeit with severely skewed elements for the 15o cavity. Table 1 shows the asymptotic
behavior of the kinetic energy (quadratic velocity) as a function of the x-mesh size (h)
which indicates O(h2) convergence in all velocity components for all of the skew angles.

Cavity Angle Global Kinetic Energy Correlation

15o 0.00020907− 0.006877 h2

30o 0.00038731− 0.010046 h2

45o 0.00053854− 0.014590 h2

60o 0.00067314− 0.019690 h2

90o 0.00086136− 0.029630 h2

Table 1: Convergence behavior of the global kinetic energy vs. h for the lid-driven skewed
cavities.

We recognize the need for continued and comprehensive verification and validation
testing as Hydra-TH matures. We are currently organizing many of these regression tests
into validation and verification classes. Each test is classified as a verification or validation
and is documented in a concise report, which includes a problem description, appropriate
figures and references. Results are emphasized with comparison metric definitions and
either the complete description or references to all the required input files to reproduce the
results. Each report is included in a master document that will be the official V&V report
for Hydra-TH. We anticipate approximately 20 such tests in this document by the end of
2013.
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6 EXAMPLE APPLICATION: GRID-TO-ROD FRETTING

Within the core of a pressurized-water nuclear reactor, water flow is used to cool
the irradiated fuel rods. Grid-to-rod fretting in such reactors is a flow-induced vibration
problem that results in wear and failure of the rods. GTRF wear is one of the leading
causes for leaking nuclear fuel and costs power utilities millions of dollars in preventive
measures. In order to understand the root causes of such fuel leaks, we investigate the
complex turbulent coolant flow around fuel-rod bundles. Our ultimate goal is to accurately
predict the turbulent excitation forces on the fuel rods, along with the coupled structural
response of the rods and their supports. To date, it has not been possible to completely
characterize the flow-induced fluid-structure interaction (FSI) problem for GTRF. Indeed,
given the incompressible nature of the coolant, the relatively high Reynolds number, and
the flexible character of the fuel rods and spacers, the FSI problem at the reactor core scale
is daunting.

This section discusses the use of LES (see §3) in Hydra-TH for computing the
GTRF problem. The second-order semi-implicit incremental projection method, discussed
in §2.3, is used to solve the single-phase incompressible Navier-Stokes equations governing
an isothermal flow. The calculations use hybrid meshes, containing different cell types,
generated with Hexpress/Hybrid, a.k.a. Spider,3 for a 3 × 3 (§6.1) and a 5 × 5 (§6.2) rod-
bundle sub-assembly, respectively. Our earlier study [5], provides details on calculations
using LES, DES, and the Spalart-Allmaras turbulence models using meshes generated by
Cubit.

6.1 LES on a 3×3 Rod-Bundle Sub-Assembly

A qualitative picture of the instantaneous flow behind the mixing vanes is shown in
Figure 7 with isosurfaces of the helicity. The vortices generated by the spacer and the mix-
ing vanes are advected downstream. Figure 7 shows that the neutrally dissipative advection
algorithm in Hydra-TH does an excellent job in maintaining the complex vortex structures
far downstream, i.e., introduces minimal phase errors.

Similar to our earlier LES calculations on the 3 × 3 rod-bundle [5], a series of pre-
liminary coarse-mesh simulations were conducted using the Spider meshes to determine
when a statistically stationary flow is achieved. The time-evolution of the domain-average
kinetic energy (not shown) was used as an indicator, based on which the time of approx-
imately 0.1s was chosen as the starting point for collecting time-averaged flow statistics
until the end of the simulation at t = 1.0s.

Six calculations, using Spider meshes with approximately 2 million (M), 7M, 14M,
27M, 30M, and 47M cells have been carried out.

The instantaneous pressure is plotted in Figure 8 for different meshes. The end-
point coordinates of the lines along which the pressure line plots have been obtained are
(3.3588E-3, -9.6520E-2, 3.3588E-3) and (3.3588E-3, 3.0480E-1, 0.3.3588E-3). For more
detail on the flow geometry see [5]. The vertical lines in Figure 8 delineate the bounds of
the spacer and the mixing vanes. It is reassuring that the pressure lines are qualitatively
very similar for all mesh resolutions. Since the hydrostatic pressure at the outflow is fixed
at p = 0, the value of the calculated inlet pressure determines the pressure drop over the
whole domain. The pressure drop for the 47M Spider mesh is 11.425 kPa, however, this
value does not seem to have converged for this series of calculations. In contrast to the

3http://www.numeca.be/index.php?id=hexhyb
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(a) Instantaneous helicity isosurfaces for the 47M Spider mesh.

Fig. 7: Instantaneous snapshots of helicity (v · ω) isosurfaces for the 2M and 47M Spider
meshes.

pressure observed with the Cubit meshes [5], the pressure drop is monotonically increasing
with mesh resolution.

The mean pressure along the rod is also plotted in Figure 8. A large drop in the mean
pressure through the spacer indicates that most of the pressure loss is due to the spacer. In
spite of the turbulent flow induced by the spacer, the characteristic peaks and troughs in
the profile of the mean pressure are very much reproducible throughout the spacer using
the 2M, 7M, and 14M meshes. Downstream of the mixing vanes a slight wave in the mean
pressure is apparent in the coarsest 2M-mesh simulation. The mean pressure using the
7M mesh appears as what one would intuitively expect for a turbulent pipe flow: from
approximately y = 0.175m, the mean pressure linearly decreases to zero.

The RMS pressure along the rod is plotted in Figure 9(a) for the two coarsest Spider
meshes. The fluctuating pressure force is probably the most important quantity to compute
accurately for a reasonable representation of the forces acting on the fuel rods. The figure
shows that the RMS pressure peaks at the downstream end of the spacer for the 7M and
14M meshes. This is expected, since this is where the level of turbulent kinetic energy is the
largest. While the downstream locations of the peaks are somewhat aligned for the varying
meshes, their amplitudes and downstream evolution are quite different. The 2M mesh is
too coarse to adequately capture the second pressure moment. At this point we are not in
a position to draw any conclusions regarding the grid-convergence of the RMS pressure.
Regardless, the turbulent kinetic energy (and the RMS pressure) must decay downstream
as no energy production occurs downstream of the mixing vanes.

The total force and its two components, the pressure and viscous forces, have been
extracted in time on the central rod and the spacer. Surface forces are computed by inte-
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Fig. 8: Instantaneous (left) and mean (right) pressure line plots for different meshes.
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(b) Reynolds stress along the rod for the 14M mesh.

Fig. 10: Second moments of the fluctuating velocity field for three different meshes.

grating pressure and shear stress over the given surface:

Fi(t) = −

∫

p(t)nidA+ 2

∫

µSij(t)njdA, (68)

where F, p, n, A, and Sij = (vi,j + vj,i)/2 denote the total force, pressure, outward surface
normal, surface area, and the strain rate of the instantaneous velocity, v, respectively. This
gives the force time history that can be used to compute power spectral distributions or fed
directly into structural dynamics codes to compute wear. The total, pressure, and viscous
force time-histories for the 7M case are presented in Figure 11, which shows that the mean
forces are similar to those computed using the Cubit meshes presented in [5]. On the other
hand the pressure force acting on the central rod, probably the most important quantity for
the GTRF problem, shows much larger fluctuations about the mean for the Spider mesh
relative to the Cubit results.

The total forces have also been integrated in 12 one-inch segments downstream of
the mixing vanes. This gives details on the spatial distribution of the forces loading the
central rod and allows for a more direct comparison with the Star-CCM+ LES results by
Elmahdi, et al. [9]. In Figure 9(b) the RMS total force is given in segments for the 7M,
14M, and 27M Spider meshes, compared to that of the Star-CCM+ LES using a 47M-
cell mesh. The RMS forces extracted from the 2M simulation are inadequate to provide
meaningful second moments of the force loading the rod and are not shown. The RMS
forces computed by Hydra-TH using the 7M, 14M, and 27M meshes are quite close and
gradually approach those of Star-CCM+, even with significantly coarser meshes.

Additional insight into the fluctuating velocity field is found by examining the tur-
bulent kinetic energy and Reynolds stresses shown in Figure 10. In Figure 10(a) the down-
stream spatial evolution of the turbulent kinetic energy (TKE) is plotted for the 2M, 7M,
and 14M meshes. Similar to the pressure variance in Figure 9, the TKE, k = 〈v′ · v′〉/2,
peaks in the vicinity of the mixing vanes and stays at a relatively high value until approxi-
mately 0.2m downstream. This reinforces our earlier observation that the highest level of
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(a) Total force on the central rod.
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(b) Total force on the spacer.
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(c) Pressure force on the central rod.
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(d) Pressure force on the spacer.
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(e) Shear force on the central rod.

0.0 0.2 0.4 0.6 0.8 1.0
Time [s]

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

Sh
ea

r 
fo

rc
e 

on
 th

e 
sp

ac
er

 [
N

]

X-Force
Y-Force
Z-Force

(f) Shear force on the spacer.

Fig. 11: Total, pressure, and shear force time histories on the central rod and spacer for the
7M Spider mesh.

(24)

CASL-U-2013-0100-000



TKE occurs close to the downstream edge of mixing vanes . Figure 10(a) also indicates that
the 2M-cell mesh is too coarse to produce a qualitatively correct TKE evolution; similar to
the RMS pressure, the TKE should also decay downstream.

Figure 10(b) depicts the downstream evolution of the different components of the
Reynolds stress tensor, 〈v′v′〉 for the 14M mesh. The figure shows that the flow down-
stream of the mixing vanes remains highly anisotropic until the end of the computational
domain: almost all kinetic energy is in the streamwise component, 〈v′v′〉, of the velocity,
v = (u, v, w), i.e., the streamwise fluctuations are large compared that of both cross-stream
components, 〈u′u′〉, 〈w′w′〉, in x and z directions, respectively.

6.2 LES on a 5×5 Rod-Bundle Sub-Assembly

This section discusses the calculations for the 5 × 5 fuel-rod bundle. The geom-
etry was provided in CAD format by Westinghouse, and corresponds to the experimental
configuration used at Texas A&M, where particle image velocimetry (PIV) measurements
were carried out. The flow domain is shown in Figure 12. Not shown here are the exte-
rior walls of the flow housing used in the experimental facility. Additional details on the
experimental configuration and results may be found in Conner, et al. [6] and [28].

Fig. 12: Flow domain for the 5× 5 rod bundle showing the rods, the inlet/outlet planes, the
support, and the spacer grid.

At the inlet of the flow domain, a constant prescribed velocity (0.0, 2.48, 0.0)m/s
is applied with the fluid properties for water at 24◦C and atmospheric pressure. This cor-
responds to a Reynolds number of approximately 28, 000 based on the hydraulic diameter
for the rod bundle. At the surfaces of the flow housing, rods, support and spacer grids,
no-slip/no-penetration velocity conditions were prescribed. Homogeneous Neumann con-
ditions for velocity along with a zero-pressure condition were prescribed at the outflow
plane. A fixed CFL = 4 condition was used with automatic time-step control for all
computations.

Following the procedures to perform LES calculations on the 3 × 3 rod-bundle,
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Fig. 13: Domain-average kinetic energy,
∫
ρv ·v/2dΩ, vs. time for the 14M 5 × 5 rod

bundle.

Point (x, z) Position [10−3m]
A (-6.3, 6.3)
B (-6.3, 0.0)
C (-6.3, -6.3)
D ( 0.0, -6.3)
E ( 6.3, -6.3)
F ( 6.3, 0.0)
G ( 6.3, 6.3)
H ( 0.0, 6.3)

Table 2: Sample points A – H used to extract line-data for comparison with experimental
data.

outlined in [5], a series of preliminary coarse-mesh calculations were conducted to deter-
mine when a stationary turbulent state would be achieved and to test the sensitivity to mesh
resolution and the time-step size. Figure 13 shows the global, i.e. domain-average, kinetic
energy,

∫
ρv·v/2dΩ, as a function of time. Here Ω denotes the volume of the flow domain.

Based on these preliminary calculations, a time of approximately 0.2s was chosen as the
starting point for collecting time-averaged flow statistics until the end of the simulation at
t = 1.0s.

In order to illustrate the impact of increasing mesh resolution on the flow, Figure
14 shows snapshots of the instantaneous helicity field for the 5 × 5 rod bundle for two
different mesh resolutions. For the 14M mesh, there are relatively large coherent structures
downstream of the support and spacer grid. In contrast, the flow structures captured by the
96M mesh are significantly smaller and appear more randomly distributed spatially. In both
cases, the influence of the mixing vanes on the spacer grid is apparent. In order to compare
to the experimental data, discussed in [28], a series of line plots were extracted from the
mean velocity field for the 14M-mesh 5 × 5 run at locations that fall in the planes of the
PIV measurements. All line data were measured relative to the so-called “weld-nugget”
located on the spacer grid. The “weld nugget” is located at 38.1 mm from the bottom of the
spacer grid [27] as shown in Figure 15(a). The line-data extracted from the computation
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(a) 14M Mesh.

(b) 96M Mesh.

Fig. 14: Snapshots of the instantaneous helicity field for the 14M and 96M element meshes.

(a) Weld nugget location. (b) Sample points.

Fig. 15: Locations relative to the “weld nugget” used for extracting data along planes 5, 6
and 7. (Reproduced from [28]) without permission.)
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was located at the positions indicated in Figure 15. The coordinates of the sample points
A – H are shown in Table 2 and are relative to the center of rod 13 in Figure 3 in [28]. In
the flow direction, the line-data is extracted for 0.05 ≤ y ≤ 0.09 m corresponding to the
region where PIV data is available in the region downstream of the spacer grid. Following
Yan, et al. [28], mean velocities are compared at points A, C, D, E, G, and H as shown in
Figure 16. Here, the streamwise velocity in the experiments corresponds to the y-velocity
in the computation, while the lateral velocity corresponds to the x-velocity. Yan, et al.
[28], estimated the systematic uncertainty in the velocities due to the PIV measurements,
software acquisition, etc, to be a maximum of 0.199m/s. The statistical uncertainty, which
is a function of the number of snapshots of the velocity, is estimated to be ±0.167Vinlet in
the lateral direction, and ±0.15Vinlet in the axial direction, where Vinlet = 2.48m/s. All
experimental data has been plotted with the uncertainty bounds provided by Dominguez-
Ontiveros and Hassan, see also [6].

The line plots of velocity for the 96M mesh are presented in Figure 16 for stations
A – H. The 96M results match the experimental data more closely at all points A – H.
However, the stream-wise velocity still appears to be slightly over-predicted. In contrast,
the x-velocities fall within the uncertainty bounds for points A, C, E, and G, while the x-
velocities at points D and H have similar profiles but are not quite within the uncertainty
bounds. Overall, the 96M results compare very well to the experimental data.

Time-averaged velocities in plane-5, see Figure 15, from [6] are shown in Figure
17 with the computed time-averaged mean velocity fields. Similarly, the experimental
and computed mean velocity fields on plane-7 are shown in Figure 18. The data in the
figures have been scaled relative to the 2.48m/s inlet velocity. The peak velocities in the
axial direction are slightly under-predicted in the Hydra-TH computations, while the lateral
velocities are slightly over-predicted. This is likely due to the very coarse mesh used in this
LES calculation. While the peak velocities appear to be relatively close to those found
experimentally, inspection of Figures 17 and 18 indicates that the deflection in the velocity
vectors due to the mixing vanes and the flow housing is well-captured by the simulation.

7 CONCLUSION

We gave an overview of Hydra-TH, a code being developed at Los Alamos for sim-
ulation of thermal-hydraulics phenomena in nuclear reactor applications. We also described
some algorithmic details of a new fully-implicit projection algorithm being implemented
for both single and multi-phase flows with phase change. Some recent results from a series
of isothermal single-phase turbulent flow calculations of the grid-to-rod-fretting (GTRF)
problem have also been reported. Progress towards a simulation capability for advanced
thermal-hydraulics may be summarized as follows:

1. Fully-implicit projection algorithm. A new fully-implicit solution algorithm has been
described that is based on existing explicit and semi-implicit incremental projection
for incompressible flows. The algorithm is targeted for efficient and robust simulation
of slow transients, enabling time steps sizes well above the stability limits of tradi-
tional semi-implicit algorithms. As a consequence, the long-time-integrated effects
of fine-scale (≈ 10−6s) thermal-hydraulics can be coupled to very-long-time scale
processes, such as modeling corrosion (≈months), required for predicting Crud-
Induced Power Shift and Crud-Induced Localized Corrosion.

2. Multiphase flows. Some progress has been reported in an initial implementation of
an N-fluid solver for multi-phase flow. Simple proof-of-concept simulations, with-
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out phase-coupling at this time, demonstrate the potential to tackle various CASL
challenge problems.

3. Automatic mesh generation for very complex domains. Numeca’s Hexpress/Hybrid
mesh generator, a.k.a. “Spider”, has been used for the first time to generate compu-
tational meshes for computational problems in the nuclear engineering industry, in
particular, for the GTRF problem. Spider is easy to use, fast, and automatically gen-
erates high-quality meshes with optional power-law-graded boundary layers. Output
is saved in the latest HDF5/ExodusII format, capable of storing meshes in the billion-
cell range. In the future, Spider will also be used to generate meshes for both the fluid
and structural regions of a computational domain, targeted for fluid-structure inter-
action and conjugate heat transfer problems [20].

4. New GTRF flow calculations. A series of turbulent flow simulations have been car-
ried out on both 3 × 3 and 5 × 5 rod bundle geometries. Various statistics of the
fluctuating flow field have been analyzed and compared to data from computations
carried out by Westinghouse using Star-CCM+ and from experiments at Texas A&M
University. More details are given in [1].
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Fig. 16: Mean axial and lateral velocity profiles at positions A, C, D, E, G and H for the
96M mesh.
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(a) Experimental Axial Velocity (b) Hydra-TH Y-Velocity

(c) Experimental Lateral Velocity (d) Hydra-TH X-Velocity

Fig. 17: Experimental and computed axial (y-direction) time-averaged velocities on plane
5. Velocity magnitude has been scaled relative to the 2.48 m/s inlet velocity.

(a) Experimental Axial Velocity (b) Hydra-TH Y-Velocity

(c) Experimental Lateral Velocity (d) Hydra-TH X-Velocity

Fig. 18: Experimental and computed axial (y-direction) time-averaged velocities on plane
7. Velocity magnitude has been scaled relative to the 2.48 m/s inlet velocity.
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